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INTRODUCTION

▪ Successful human-AI collaboration requires an understanding of and trust in AI systems.

→ consider system and human factors when designing human-AI collaboration

▪ System factors: Trust in AI can be supported via system transparency, for example via

explanations (Molina & Sundar, 2022). Explainability refers to the ability of a system to

explain its functioning (Adadi & Berrada, 2018).

▪ Human factors: The quality of explanations can only be evaluated by users. Causability

refers to perceived appropriateness of explanations to foster the users’ understanding of

the causal chain of system functioning (Holzinger et al., 2020).

→ integrate research from learning sciences and the explainable AI (xAI)

▪ Individual characteristics related to understanding:

− need or preference of differently elaborated explanations (Putnam & Conati, 2019)

− additional information may strain cognitive resources (Sweller, 2010)

▪ Users may benefit from

− differently elaborated explanations (elaborateness)

− the possibility to flexibly adjust (adaptability) the level of elaborateness of

explanations
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What are the effects of different types of instructional material (level and adaptability

of elaborateness of explanations) on causability and trust in the system?

What is the role of cognitive load regarding causability and trust?

General findings:

For enhancing trust in AI both system factors and human factors need to be considered:

▪ Higher elaborateness of explanations increases trust when users perceive these

explanations as appropriate to understand the output of AI systems (causability).

▪ Adaptability provides no further benefits regarding causability or trust in the AI system.

▪ High cognitive load is associated with lower causability as well as lower trust in AI.

Implications:

The adoption of a human-centric approach is crucial for research and practice:

▪ From a cognitive and educational perspective, (x)AI research can gain insights on how to

develop human-interpretable explanations.

▪ Engaging users into the design process and gather their feedback helps to tailor

explanations to their needs and preferences.

Outlook:

▪ Trust, explanations, and actual understanding: How does causability affect actual

understanding of AI systems?

▪ User expertise and experience with AI: How does prior knowledge influence the

effectiveness of explanations in building trust in and understanding of AI? (novices vs.

experts, see expertise reversal effect, Kalyuga, 2007).

▪ How does cognitive load impact causability and trust in AI systems? The causal

relationship remains unclear, though research suggests a potential link to mistrust

(Samson & Kostyszyn, 2015).

CONCLUSION

Explorative analyses on cognitive load:

▪ Significant negative Pearson correlations between cognitive load and causability

(−.71 ≤ r ≤ −.42), and cognitive load and trust (−.48 ≤ r ≤ −.42).

Mediation analyses (Helmert contrasts):

▪ Elaborateness and adaptability of explanations did not affect trust directly but indirectly

via causability (R 2 = .23, p < .001).

▪ Elaborateness (contrast 1 significant)

▪ higher elaborateness → higher causability → higher trust in AI system

▪ Adaptability (contrast 2 not significant)

▪ adaptability → no further benefits regarding causability or trust

RESULTS

Sample:   N  = 109 participants (31 m, 76 f,  2 d), age: M = 26.89 (SD = 11.35)

Procedure:

Design:

Scenario:

METHOD

3-groups between-subjects design:
Experimental group 1 (E-):  low elaborateness
Experimental group 2 (E+): high elaborateness
Experimental group 3 (EA): adaptable elaborateness

→1 + 2
→1 + 2 + 3 + 4
→enable/disable 3 + 4

1.

2.

Research questions:
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